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Abstract

The local density approximation (LDA) to the density functional theory (DFT)
has a continuous derivative of the total energy as a function of the number of
electrons and continuous exchange—correlation potential, while in exact DFT
both functions should be discontinuous as the number of electrons goes through
an integer value. We propose an ad hoc orbital density functional (ODF)
(with orbitals defined as Wannier functions) that by construction obeys this
discontinuity condition. Taking its variation, the one-electron equations are
obtained with a potential in the form of a projection operator. This operator
increases the separation between occupied and empty bands, thus curing an
LDA deficiency—systematic underestimation of the energy gap value. The
minimization of the ODF gives the ground-state orbital and total electron
densities. In addition to that we define the ODF fluctuation Hamiltonian that
allows one to treat dynamical correlation effects. The dynamical mean-field
theory (DMFT) with the quantum Monte Carlo (QMC) method for an effective
impurity problem was used to solve this Hamiltonian. We have applied the ODF
method to the problem of the metal-insulator transition in lanthanum trihydride
LaH;_,. In the LDA calculations for all values of hydrogen nonstoichiometry x
the ground state of this material is metallic, while experimentally the system is
insulating for x < 0.3. The ODF method gave a paramagnetic insulator solution
for LaH3; and LaH, 75 but metallic state for LaH; s.

1. Introduction

Numerical electronic structure calculations are now a well-established branch of solid-state
physics. While for the finite systems, such as atoms and molecules, more sophisticated and
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rigorous calculation methods exist, for extended systems studied in condensed matter physics
the only widely used practical tool is the density functional theory (DFT) in the local density
approximation (LDA) [1, 2]. It has so great a predictive power that the charge and spin density,
one-electron and total energies obtained in the LDA are generally in very good agreement with
experimental data. It was also possible to develop ab initio molecular dynamic methods, based
on the LDA. Such methods have achieved the level of numerical experiments, because even
such complicated effects as reconstruction of the crystal surface can be correctly described by
them [3].

However, there are materials where the LDA results do not agree well with experimental
data. For band insulators and semiconductors, the LDA gives systematically underestimated
values of the energy gap [4]. For Mott insulators, for example transition-metal oxides, the LDA
results could be qualitatively wrong, giving a metallic state, while experimentally these systems
are wide-gap insulators [5].

There were many attempts to cure this deficiency of the LDA. Among the most widely used
one can mention the GW [6], SIC [7], and LDA + U [8, 9] methods. While these approaches
have their advantages, there is still no universally accepted calculation scheme which would be
as simple and practical as the standard LDA and a search for better methods continues in the
scientific community.

The basic problems of the LDA can be traced back to the fact that the exchange—correlation
energy functional is defined in a local approximation. As a result, its variational derivative, the
exchange—correlation potential (that is a function of the density value in a particular point r
instead of being a general functional of the density) is a continuous function of a number of
electrons. More general approximations, like the GGA [10] method, use in addition to the
electron density its gradient, but have a continuous potential as well. However, Perdew et al
[11] have investigated the properties of the exact density functional (EDF) and shown that its
potential jumps discontinuously when a number of electrons N goes through an integer value.
The proper function of the total energy E versus the number of electrons N should have the
form of a series of straight-line segments with derivative discontinuities at integer values of N,
while in the LDA this function has continuous derivatives. Any attempts to improve the LDA
as an approximation to the exact density functional theory should be done in such a way that a
new functional would meet this discontinuity requirement.

In the present work we define an ad hoc functional that by construction has the potential
discontinuities required by the exact density functional. To do this, we introduce a concept of
orbital densities corresponding to one-electron orbitals. The orbital density functional (ODF)
depends on a set of orbital densities instead of only the total electron density. When the number
of electrons goes through an integer value, the variational derivative of the ODF functional
jumps discontinuously and the corresponding function of the total energy Eopr versus a number
of electrons N has a curve as a series of straight-line segments.

The one-electron equations with a potential in the form of a projection operator were
obtained by varying the ODF. This operator decreases the energy of occupied states and
increases the energy of empty states. As a result, it widens the gap between the valence and
conduction bands compared with the LDA values, thus curing the LDA deficiency that has
shown itself in the systematic underestimation of the energy gap value.

The minimization of the ODF results in a set of orbital densities and hence the total electron
density corresponding to the ground state of the system. The same functional can be used to
calculate energies of the orbital density fluctuations around the ground-state values. From this
functional we have derived a fluctuation Hamiltonian defined via the orbital density fluctuation
operators. This Hamiltonian allows one to treat dynamical correlation effects and hence obtain
a better description of the ground-state properties and spectral function for the excitations. To
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solve the ODF Hamiltonian problem we used in the present work the dynamical mean-field
theory (DMFT) [12—14] with a quantum Monte Carlo (QMC) solver for the effective impurity
problem.

The optimal choice for the one-electron orbitals, which are needed to define the orbital
densities, can be determined by a condition of fluctuation energy minimum. Below it will
be shown that the less extended in space these orbitals are, the lower the energy of orbital
density fluctuations around the ground state is. Therefore, to define orbital densities in our
ODF method, we used maximally localized Wannier functions (WFs) [15].

Recently, we have developed a ‘generalized transition state’ (GTS) method [16] to improve
the agreement of calculated and experimental spectral properties compared with the LDA. In
the present paper we show that the ODF projection operator potential is identical to one in the
GTS method equations, and the good results obtained in [16] for semiconductors, band and
Mott insulators can be considered as a test for applicability of the ODF method. The GTS
method was based on the idea that the one-electron energies corresponding to WFs should have
the meaning of the removal (addition) energies for electrons from (to) the corresponding states.
This concept was realized by using the ‘transition state’ scheme [17] generalized on the basis
of WFs. It is remarkable that such different approaches as the ‘transition state’ correction to the
one-electron energies and requirement of a discontinuity in the exchange—correlation potential
can lead to the same equations.

We have applied the ODF method to the problem of the metal-insulator transition in
LaHs;_,. The LDA has severe difficulties for this material because it results in a metallic
solution for all values of hydrogen deficiency x while experimentally the system is insulating
for x < 0.3. We have found that the ODF projection operator potential is enough to open a
gap for stoichiometric LaH3, but in order to reproduce the paramagnetic insulator for LaH; 75
correlation effects should be taken into account via the DMFT-QMC solution of the ODF
fluctuation Hamiltonian.

The paper is structured as follows. In section 2 the ODF functional is defined and in
section 3 the fluctuation Hamiltonian is proposed. The problem of orbital choice is discussed
in section 4. Section 5 describes the calculation scheme. In section 6 the results of ODF
calculations for LaH;_, are presented. Section 7 concludes the paper.

2. Orbital density functional

The exchange—correlation energy in the local density approximation [4] to the density
functional theory [1] is calculated via

EDA[] = / dr exe (0 (1) (r). I

where ex.(p(r)) is an exchange—correlation energy density for a homogeneous electron gas
with the electron density equal to p(r).

Equation (1) defines an exchange—correlation potential Vic.(p(r)) = §Ex[p]/dp(r)
which is a continuous function of the number of electrons N. However, for the exact
density functional, Perdew et al [11] proved that the exchange—correlation potential jumps
discontinuously when the number of electrons N goes through an integer value.

The Hohenberg—Kohn theorem [2] was extended in [11] to fractional electron number. It
was shown that for the electron density p(r) which integrates to N = M + w, where M is an
integer and 0 < w < 1, the exact density functional Egpr is

Egpr(M + w) = (1 — ) Egpr(M) + wEgpr(M + 1). )
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This means that in general the curve of Egpg versus N is a series of straight-line segments with
derivative discontinuities at integer values of N.

It was proven [11] that the chemical potential & = 9 Egpp/d N is discontinues when the
number of electrons goes through integer value:

:—1 M—1<N<M)
I,L:

3)
—A M<N<M+1)

where I = EED]:(M — l) — EEDF(M) and A = EEDF(M) — EED]:(M + 1) are removal and
addition energies respectively. The functional derivative § Egpg/dp(r) is also discontinuous:
two limits for N approaching M from above and below will differ by constant /—A.

The electron density can be expressed as a sum of the ‘orbital densities’ p;(r) defined in
the following way (n; is the occupancy of an ith orbital wave function, ¥; (r)):

pr) =3 pi(r),
i (r) = ni|yy (r) %

The orbital densities can be varied from zero to the maximum values p/"*(r) = [; (r) 2.

The condition of linear dependence of the exact density functional on the fractional number
of electrons (2) can be expressed via the orbital density p;(r) corresponding to the partially
occupied orbital j. This orbital is the lowest unoccupied one for number of electrons N = M
and the highest occupied for N = M + 1. The variation of the total electron density p(r)
will be defined only by the variation of p;(r) for the number of electrons changing from M to
M+ 1:

“

Egprlp] = Egprlpo + p;] = EEDF\ oo™ / dr p; (r) A (1), ©)
pjr)=

where py(r) is the density for the number of electrons N = M. Here A;(r) satisfies the
equation

P )=p (1)

/ dr p?ax(r)A j(r) = Egpr (6)

DF .
p;(©)=0
The orbital density p;(r) enters (5) in a linear form. However, the LDA functional does not
show such a linear dependence on density variation. The equation analogous to (5) for the LDA
has a general form (keeping only the first and second variational derivatives in the expansion
series):

SE1pa
dp(r)

Erpalp]l = Evpalpo + pj1 = ELpa =0 +/drpj(r)
pjr)=

+ l/drp-(r)/dr/p(r/)ﬂ

2 ! T T ap(msp(r)

The second variational derivative of the LDA functional can be expressed using a response
function y (r,r’) [18, 19]:

§’E 1 8 Vye(r

LDA/ _ st xc(/)_

Sp(r)sp(r)  |r—r'| Sp(r')

W (r,1’) can be interpreted as an effective interaction strength between density fluctuations

3p(r) and 8p(r’) in the LDA functional. The first variational derivative of the LDA functional

is

p;(X)=0

(N

pj(r)=0 '

x ') = W(r, r); ®)

SE1pa
3p(r)

= —P[p](r), €))
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where ®[p](r) is a constraining potential needed to obtain electron density p(r) in the self-
consistent solution of the Kohn—Sham equations.

Using (8) and (9), expansion (7) can be rewritten via the constrain potential ®(r) and
effective interaction strength function W (r, r'):

Erpalp]l = Erpalpo + pj1 &~ Erpa 120 +/drpj(r)¢(r)
pjIr)=!

p;(©)=0
L1 / dr p; (1) / dr' p, @)W (r, 1)
If one adds to (7) a correction term

Ecorlpj] E—%/drpj(r)/dr/ (pj (@) — pF™* (X NW(r, 1) o610’ 1D

. (10)

then the linear dependence on the density variations (as it is required for the exact density
functional (5)) will be restored:

Erpalpo + pj]l + Econ[pj] & ELDa

p;(0)=0
+ / dr p; (1) (CD(r)‘ +1 / dr’ p™ (X)W (r, 1)
pj(r)=0

Equation (12) is equivalent to (5) with the function A ;(r) equal to

) . (12)
pj(r)=0

Aj(r) = (D(r)‘p.(r):o +1 / dr’ pI™ ()W (r, r') (13)

pi(r)=0"
Now we are ready to write an ad hoc correction to the LDA functional to imitate the linear
form of the functional (5). We define the ‘orbital density functional’ EgpF as

Eopel{pi}] = Erpalp] — 5 Z/dr pi (r) / dr’ (pi (') — p"™* () W (r, ') (14)

pi (r)=0

Please note that the ODF functional (14) depends both on the total charge density p(r) via
E1palp] and explicitly on a set of orbital densities {p; (r)}.

Let us investigate the dependence of the functional (14) on the number of electrons N.
Note that for the integer values of N corresponding to the integer orbital occupancies n; the
value of the functional (14) coincides with the corresponding value of the LDA functional. For
integer n; values, the orbital density p;(r) is equal either to zero (for an empty state, n; = 0)
or o™ (r) (for an occupied state, n; = 1). In both cases the correction term in (14) vanishes.
We will show that according to the properties [11] of the exact density functional Egpr (2) this
dependence corresponds to the curve of Eqpr versus N as a series of straight-line segments
with derivative discontinuities at integer values of N.

The increase of the total number of electrons N occurs via the consequential increase of
the orbital occupancies n; so that when N changes from M to M + 1 the value of the n;
corresponding to the highest occupied orbital for the system with M + 1 electrons changes
from O to 1. The corresponding variation §p(r) of the total charge density p(r) will consist
exclusively of the variation of the corresponding orbital density p;(r) of particular orbital j.
The variational derivative of the functional (14) is equal to

SE SE SF 1
O LODF — JZODE _ OFLDA / dr’ (p].(r/) - _pf."aX(r/)) W(r,r) .
Sp(r) In=m+0  8p;(r) Sp(r) ‘ 27 p;(1)=0

(Please note that the expression ‘ﬁ‘g |N=M+o does not mean a general variation of the LDA

functional but only a variation that happens when the number of electrons N changes from M
to M + 1 in the limit of w tending to zero.)

15)
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The first term in the right-hand part of (15), § ELpa/dp(r), is continuous. However, the
second term depends on the index j. When the number of electrons N equals M — w, j
corresponds to the highest occupied orbital for the system with M electrons. However, for
N = M + o the index will change to j + 1, corresponding to the lowest unoccupied orbital
for the system with M electrons or the highest occupied orbital for the system with M + 1
electrons. The value of p;(r') in the integral in the right-hand part of (15) will jump from
p}m”‘ (r') to zero with N going from M — w to M +  for infinitesimally small w. This results
in the corresponding jump of the variational derivative 6 Eopr/dp (r):

(SEODF‘ _ 8EODF‘
Sp(r) IN=M+w  Sp(r) IN=M—0

=1 / dr’ (,o;-“a"(r/)W(r, r) + )W (r, 1)
: pi=0 -

). (16)
pj41(X)=0

In order to show that the variational derivative § Eopg/8p(r) is constant for the number of
electrons varying from M to M + 1, we need an explicit expression for the variational derivative
of the LDA functional § E1 pa /8o (r). The latter can be obtained by using an expansion of (7)
and (10):

2
SEipa ‘ _ S8 Erpa ~ S Eipa ‘ " / dr’ p; (r') 8°ELpa
Sp(r) IN=M+o  Sp;(r)  3p(r) lp;m=0 5p(r)8p(r') 1p; =0

— () —i—/dr'pj(r/)W(r, r')‘ . (17)
pj(r)= pj(r)=0
Equation (15) takes the form
S Eopr SEopr _ SErpa 1 w02 ELpa
—oE — JODF o ZTIDA +o [ A e ) A
dp(r) IN=M+o  8p;(T) Sp(r) lpjm=0 2 Sp(r)ép(r') 1p;r)=0
1
= &(r) + - /dr/ p}“ax(r/)W(r, r) . (18)
pi®m=0 2 P (D=0

The right-hand part of (18) does not depend on p;, and hence it is constant for a fractional
number of electrons 7 ;. The jump of § Egpr/Sp(r) in (16) can be assigned to the jump in the
variational derivative of the effective exchange—correlation energy term in the ODF functional
SEOPF /8p(r).

The functional (14) can be rewritten in a simpler form that can be used in practical
calculations if the set of orbitals ¥, (r) is fixed. Then variation of the orbital density p;(r)
occurs only via variation of the occupancy n;:

8pi (r) = 8n; Y ()] (19)

Then the second variation of the LDA functional is

82 Erpa = 1 Z / dr 8p; (r) / dr’ 8p,; (X)W (r, r)
ij

=1 onidn; f dr [y () f dr’ |97, () P W (r, ). (20)
ij
The second derivative of the LDA functional with respect to the occupancy n; is
8?ELpa 2 , N2 ,
3 = [ dr|yi(@m|° [ dr [¢;@)["W(r, r). 2D
niénj

The value of the derivative §2Epa /én;én; could be obtained in the constrained LDA
calculation either in a direct way or by taking into account that the derivative of the
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LDA functional with respect to the orbital occupancy § E pa/dn; is equal to a one-electron
eigenvalue ¢;:

82Erpa _ e ’ 22)
(SI’l,'él’lj (Snj
Using (19)—(22), the ODF functional (14) could be rewritten via occupancies n;:
Eoprlp(®), n:}] = Epalo@)] — = > nilni — e (23)
2 311,‘

i
Please note that while the LDA functional depends on n; only implicitly via the charge density
p(r), the ODF functional depends not only on p (r) but also explicitly on the set of occupancies
{n;}.
The derivative of the ODF functional (14) with respect to the total number of electrons N
can be expressed by using the occupancy n; of a partially occupied orbital j:

SE SE SE 1 8€; 1 8€;
ODF‘ _ OFove _ 0Fipa (1 _ n; ¢ _ e+ (=—n, o€ (24)
SN IN=M+o 511]‘ (Sl’lj 2 511]‘ 2 511]‘

One can assume a linear dependence of €;(n;) on n; which is equivalent to keeping only the
first and second variational derivatives in (7). Then it is possible to show that the derivative
n,»:()'

8 Eopr/8N does not depend on n;:
1 8€j
nj=0 + <§ - I’lj) M ny=0 = Gj
(25)

3 Eopr ‘

SN IN=M+ow
The analogue of (16) demonstrates a jump of § Eopr/8 N when the number of electrons N goes
through an integer value M:

8EODF (SEODF 1 (SGJ' 8€j+1
SN ‘N:M-&—w Y ‘N:M—w =€)ty <E * m) ' (26)

We have shown that with the accuracy of expansion of (7) the variational derivative of the
‘orbital density functional’ Eopr (14) conforms to the condition for the exact density functional
found in [11]: it is constant for a fractional number of electrons and has a discontinuity when
the number of electrons goes through an integer value.

One should keep in mind that the ‘orbital density functional’ (14) was defined as ‘ad hoc’
formulae and the fact that it obeys exact conditions cannot be considered as a proof of its
validity. However, one can hope that an expression with a proper analytical behaviour can give
an improvement in the calculation results. Below we will demonstrate that this is indeed the
case.

Equations (23) and (24) are directly related to the ‘transition state’ approach to calculate
excitation energies proposed by Slater [17]. In this scheme the LDA eigenvalue (eigenvalue of
the Kohn—Sham equations) of the corresponding one-electron state should be calculated with
its occupancy equal to 0.5 (half-way between the initial and final states of excitation process).
One can identify a derivative of the ODF functional (23) over occupancy n; as a corresponding
one-electron energy €°PF:

8 Eopr 1 8¢
ODF LDA i
N = = . _ — i —_— 27
€i my T (2 " > smi @7)
If the LDA eigenvalue €; (n;) is a linear function of the occupancy n; (§¢;/6n; = const) (which

is equivalent to the expansion in (25) leaving only the first two terms in the expansion), then
for an empty state (n; = 0)

8€j

4 18€j
n;—= _ 7
0 ‘]Snj

n;=0 2511]‘

%

€j

n;=
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1 8¢
€LPA(0.5) = elPA(Q) + — ot 28)
2 57’!1‘
For occupied states (n; = 1) the plus sign in (28) will be replaced by minus. One can see
that (27) reproduces both these cases:
1 S¢€;
€OPF — DAy 1 (2 ;) 25 = PA (0 5). (29)
2 311,‘

In [16] we have introduced an auxiliary functional by variation of which (29) giving
the ‘transition state’ correction to one-electron energies can be obtained. That functional is
identical to the functional (23). It is interesting to note that the same ad hoc correction to the
LDA functional can result in reproducing analytical properties known for the exact density
functional [11] and provide ‘transition state’ eigenvalues.

3. Fluctuation Hamiltonian

The minimization of the ODF functional (14) will give a set of orbital densities {p;(r)} and
hence the total charge density p (r) corresponding to the ground state of the system. It is useful
to derive equations for fluctuations of the orbital densities {§p; (r)} around the average ground-
state functions {p; (r)}. This ‘ground-state’ charge density p(r) corresponds to the minimum of
the ODF functional (14) but not of the LDA functional, so one must use a constrain potential
®(r) in the calculations. Analogous to the expansions (7) and (10) one can write expression
for the LDA part of the ODF functional:

Erpal{pi +68pi}] = Erpal{pi}] + Z / drp; (r)®(r)

+ %ZZ/dr&oi(r)/dr/ 8p; (YW (r,r'). (30)
i
The corresponding expression for the correction term (11) is

Ecorr[{pi + 5:01}] ~ Ecorr[{pi}]
—ZfﬁmmeWW—#memw

—%Z/ﬁmm/wmwwmﬁ. Gl

Both (30) and (31) become exact if one supposes that % = W(r, ') does not depend on

the fluctuations §p; (r). As a result, all variational derivatives higher than the second order are
equal to zero. In the following we assume that this approximation is valid. Then for the total
ODF functional one has

Eoprl{pi +8pi}] = Eoprl{pi}]
+ Z/dr5pi(r) (q’(l‘) - /dr’ (pi () = Lo () W(r, I'/))

+ %ZZ/dr‘Spi(r) / dl'/(S,Oj(I'/)W(I', r). (32)

i j#

It is convenient to introduce an effective ODF potential V,°PF (r):

ViODF(r) = O(r) — / dr’ (pi (I'/) _ %p;nax(r/))w(r, r/)_ 33)
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Using (32) and (33), one can define a Hamiltonian for the density matrix fluctuation
operators 8p;(r) = p;(r) — p;(r) (here a ground-state orbital density can be considered as
an average value of a density matrix operator p; (r) = (p; (r))):

Aoor =3~ [[ardp v w4303 [aripm [ar s eoweern. @0
i j#
The orbital density matrix operators p;(r) could be expressed via orbital occupancy
operators 72; (if the orbitals v; (r) are fixed and the variation of the orbital density p; (r) occurs
only via variation of occupancies 7;):

0i (r) = 7: |y (r) . (35)

Then fluctuation Hamiltonian (34) can Ee rewritten (using (19)—(22)) via occupancy operators
7; and their average values n; = (n;) (Sn; =n; — (n;)):

Hopr = Z <65 + (% - n,) oa > Sn; + ZZ oci 5;1 én;. (36)

i i j#E
4. The choice of the orbitals and Wannier functions

The orbital densities p; (r) are defined by orbitals ¥; (r) in the expression for the charge density
in (4). In the density functional theory it is usually assumed that these orbitals are solutions of
the Kohn—Sham equations. However, any unitary transformation (defined by the unitary matrix
U) of the set of the occupied functions ¥; (r) produces a new set of orbitals

Vi) =Y Ui () (37)
J

corresponding to the same charge density p(r). This new set of orbitals can be used to define
the ODF functional in (14) and so this functional is orbital dependent.

In order to remove the uncertainty in choosing the orbital set, one needs to impose an
additional condition. We propose the following way to do it: to minimize the energy of orbital
density fluctuation defined as the expectation value of the fluctuation Hamiltonian (34):

(Hopr) =3 Y > / dr / dr’ (8p;(1)8p,; (X)W (r, ). (38)

i j#
(The average value of fluctuations (5;) ; (1)) is equal to zero so the first term in (34) does not give
a contribution to the fluctuation energy.) Taking into account (30) and (31), one can separate
contributions to (38) from the LDA functional, where summation over i and j is performed

including terms with i = j, and a correction term (31).
The LDA part is

Fipw) =133 f dr / dr’ (5, (0030, ()W (r. 1)
i
%/dr/dr’ <§ 0,1 Y &j(r’>>W(r,r/)
i J

=1 / dr / dr’ (5p(r)sp(x) W (x, 1'). (39)
The correction term gives a negative contribution to the total energy equal to
(Hoon) = =3 Z f dr f dr’ (8, (1)3p, () W (r. 1'). (40)
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From (39) one can see that the LDA contribution to the fluctuation energy is defined by
the total charge density fluctuations (5p(r)ép(r’)) and hence does not depend on the orbitals’
definition. The minimum of the fluctuation energy (38) is achieved when the absolute value of
the correction contribution (40) has a maximum.

The correction term contribution in (40) can be calculated by using the expression for the
fluctuation Hamiltonian via the fluctuation occupancy operators 871,~ (36) as

~ 1 ~ ~ 861‘
(Hoor) = =3 D L (Bnibni) = (41)

i

As the average value of square of occupancy fluctuations (5;1 ig;z i) depends on the specific
properties of the system, the only way to minimize the fluctuation energy (H) (38) is to
maximize de¢; /dn;. Using (21) and (22); this parameter can be expressed via orbitals as

de; 82Erpa
an; (Sni2

= / dr [ (r)|? / dr’ [y () PW(r, r). (42)

For a new set of functions % (r) (37), one has
5—€[ = Z U UEUuUS | de | de' & (o) (o)W e, )y (v (). (43)
Sit; - - ijYijpYilYir J j' ’ l r :
i
Using (43) and the fact that the derivatives §¢;/dn; are always positive, one can define a
functional of the unitary matrix U:

Flul=Y_ (‘% =" UULULU;, f dr f dr’ 4 (Y O W, ) ¥ )Y (), (44)
i i

maximization of which one can be used as a condition to determine the matrix U and hence the
optimal set of the orbitals 1; (r) to define the ODF functional.

The function W (r, r’) (8) is defined as the screened effective interaction between density
fluctuations 8o (r), $p(r’) and hence should decay with increasing of |r — r’| value. Then the
more localized in space the orbitals y; (r) are, the larger should be the value of the integral (42).
One of the possible choices for these orbitals could be Wannier functions (WFs) [22]. Two
orthonormal sets of functions, Wannier and Bloch, are connected via unitary transformation
so WFs can be considered as a particular choice of the unitary matrix U in (37). Marzari
and Vanderbilt in [15] proposed the condition of maximum localization to determine the
procedure to calculate WFs for the multi-band case. The requirement of maximum localization
should lead to reasonably maximized values of the parameter de¢; /dn; in (42) and hence to the
minimization of the fluctuation energy (38). Then WFs obtained via the procedure proposed
in [15, 23] are a good choice for a set of orbitals to define the ODF functional.

In the following we will assume that orbital densities are defined by WFs W, (r) and their
occupancies @, calculated via the procedure described in [21] (thus the orbital functions basis
set is chosen to be formed by Wannier functions instead of the eigenfunctions ;, and that is
emphasized by using notations W, (r) and Q, instead of v; and n;):

p(®) = palr),

on(r) = Q| W, (0)]%.

Using equations (23)—(35), the ODF functional (14) could be rewritten with the WF
occupancy operators

On = |Wa) (W, | (46)

(45)
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(|W,) in (46) are Wannier functions) and their average values
0n=1(0n) = Y (Wil Oulv). (47)
foccupied

The corresponding functional will be similar to (23) but with the WF occupancies Q, and
energies E,

1
Eopr = Erpa — Z 2 0,(0, — 1). (48)

3Qn

The variation of the functional (48) will produce the one-electron Hamiltonian ﬁgDF in the
form of the projection operator (see equations (46), (47) and also [16]):

Hipe = Hipa+ Y 8V, 0n = Hipa + Y W8V, (Wi, (49)
8V, are

sv, = 2En (— - Qn> . (50)
30,

The values of the derivatives 0E,/dQ, should be determined in the constrained LDA
calculations (see [16]).
The Wannier function analogue of the fluctuation Hamiltonian (36) is

Hopr = Hype + = ZZ “(Qn = (0 (Qw — (Qu)). (51)

nn'#n

el Qn’

5. ODF calculation scheme

Equations (48)—(51) define the ODF calculation scheme. The Hamiltonian ﬁgDF (49) can be
considered as a static mean-field approximation to a general problem. It is the analogue of the
LDA + U [8, 9] method with Wannier functions used instead of atomic d or f orbitals. For band
insulators and Mott—Hubbard insulators with long-range spin ordering ﬁSDF is a good enough
approximation and its solution can be considered as a final step in the calculations. However,
for strongly correlated metals and paramagnetic Mott insulators, dynamical effects due to the
fluctuations play a crucial role, and one should solve the problem defined by the fluctuation
Hamiltonian (51). Using this Hamiltonian, we construct a dynamical approximation scheme
with the dynamical mean-field theory to solve the arising impurity problem.

Equations (49) and (50) are identical to the equations of ‘generalized transition state’
(GTS) method that we have developed in [16]. The basis of the GTS method was an idea
that one-electron energies corresponding to WFs should have the meaning of the removal
(addition) energies for electrons from (to) the corresponding states. That was realized by
using a ‘transition-state’ scheme [17] generalized to WFs instead of eigenfunctions. It is
remarkable that the same equations can be obtained by introducing ‘ad hoc’ correction to the
LDA functional restoring the properties of the exact density functional theory [11].

The potential correction operator (49) and (50) shifts the energies of Wannier functions

by the §V, values which are negative (§V,, = ; gg) for the occupied states (Q,, = 1) and
1 aE,,

positive (§V,, = ) for the empty states (Q, = 0). That makes the valence bands to be
pushed down and the conduction bands pushed up compared to the standard LDA, and thus
results in a wider energy gap, systematically underestimated in the LDA. In [16] it was shown
that calculations with the potential correction (49) and (50) result in a much better agreement
with experimental energy gap values for a semiconductor (Si), band insulator (MgO), Mott
insulator (NiO), and Peierls insulator BaBiOs.

11



J. Phys.: Condens. Matter 19 (2007) 106206 V I Anisimov et al

For metals, Wannier function occupancy values Q, can be non-integer, and the potential
correction 6V, (50) will be much smaller than the insulator values % % For half-filled bands
0, = 0.5 and the potential correction vanishes (6V,, = 0). For this case only the solution of
the fluctuation Hamiltonian (51) can give non-trivial results.

The first and second parts of the Hamiltonian (51) are not (!) a noninteracting Hamiltonian
and an interactégn term, as is usually defined in model Hubbard and Anderson Hamiltonians.
The first term, HJpy, is equivalent to the Hartree—Fock approximation Hamiltonian determined
by the average values of the WF occupancies (@n). The second part describes the interaction
between fluctuations around (@n). As these average values are determined from the solution
of the full Hamiltonian (51), that defines a self-consistent calculation scheme. In contrast to
the LDA 4 U [8, 9] and LDA + DMFT [20] methods, there is no ‘double counting’ problem in
this Hamiltonian because there is no ‘merging’ of LDA and Hubbard model concepts, and both
terms in (51) were derived from the same functional (48).

The problem defined by the Hamiltonian (51) can be solved by any of the methods
developed to treat many-body effects. In the present work we have used dynamical mean-field
theory [12—14] which finalizes the dynamical approximation scheme for the ODF method.

The DMFT [12-14] was recently found to be a powerful tool to numerically solve
multiband Hubbard models. In order to use this tool, the fluctuation Hamiltonian (51) should be
rewritten in the form of a standard multi-orbital Hubbard model. For that one needs to identify
the Coulomb parameters U, as derivatives dE, /9 Q, and rearrange the terms in (51) into
noninteracting and interaction terms:

Hopr = H® + Hin (52)
with the interaction term
Flint - % Z Z Unn’ @n @n’ (53)
n n'#n

and the noninteracting Hamiltonian

H® = HYpp + 333 U (Qu)(Ow) = Y 0n Y Unw{Qu)- (54)
n n'#n n n'#n

In the LDA 4+ DMFT method (see [17]) as well as in the LDA 4 U method, a problem of
double counting of the Coulomb interaction appears. Equation (52) together with (49) can be
considered as a specific choice of the double counting term. However, one should note that it
was not imposed on the formalism using some physical arguments but was derived from the
expression for ‘orbital density functional’ (14) which in its turn was constructed to obey the
exact condition of the density functional theory.

Let us briefly summarize the employed formulation of the DMFT method. In DMFT
the lattice problem becomes an effective single-site problem which has to be solved self-
consistently for the matrix self-energy T and the local matrix Green function in the WF basis
set:

1 —~ ~ ~ _
G (6) =7, — / dk ([ —1- A0 -S@] ") . (55)

where © is a chemical potential, HO is the noninteracting Hamiltonian (54) and f(s) is the
self-energy in the Wannier function basis:

SE) = W) S () (Wi . (56)

The DMFT single-site problem may be viewed as a self-consistent single-impurity
Anderson model [14]. The corresponding local one-particle matrix Green function G can be
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Figure 1. LaH3 band structure and density of states calculated in the standard LDA.

written as a functional integral [14] involving an action where the Hamiltonian of the correlation
problem under investigation, including the interaction term with the Hubbard interaction,
enters [20]. The action depends on the bath matrix Green function G through

G =G+ (57)

To solve the functional integral of the effective single-impurity Anderson problem, various
methods can be used: quantum Monte Carlo (QMC), numerical renormalization group (NRG),
exact diagonalization (ED), non-crossing approximation (NCA), etc (for a brief overview of
the methods see [20]). In the present work the QMC method was used to solve the impurity
problem.

The orbital density functional computational scheme described above is ab initio (it does
not contain any outside parameters) and fully self-consistent. The charge density p (r), Wannier
functions W, (r), and derivatives 0E, /0 Q, (effective fluctuation interaction strengths) are
recalculated on each self-consistency loop and hence are modified by correlations compared
with the values obtained in the standard LDA calculations. In the present work we used the
LMTO basis [24, 25] to construct the Wannier functions. An analogous calculation scheme for
the LDA + DMFT method in the Wannier function basis set was developed in [21], where all
computational details used in the present work can be found.

One can calculate the charge-density distribution modified by correlation effects using the
Green function calculated in (55):

E¢
p(r) = —l Im/ de G(r,1,¢). (58)

T —00
With this p (r) one can recalculate the LDA potential, which is a functional of electron density.
From the Green function one can recalculate new WFs (see [21] for calculation details), which
together with the new LDA potential allows one to obtain new parameters for the noninteracting
Hamiltonian (49) and (54). With the new set of WFs one performs a series of the constrained
LDA calculations to determine the derivatives d E,/d Q,  and hence define new values of the
Coulomb interaction parameters U, in the interaction Hamiltonian (53). The set of new LDA
potential, WFs, and Coulomb interaction parameters calculated from the interacting Green
function (55) defines the input for the next iteration step and hence closes the self-consistency
loop in the computation scheme.
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Figure 2. LaH3 band structure and density of states calculated in the orbital density functional
(ODF) theory (48). The zero of energy is at the Fermi energy.
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Figure 3. LaH; 75 density of states calculated (a) in the standard LDA and (b) in ODF (48).

In the present work, the ODF method was applied to the problem of the metal—
insulator transition in nonstoichiometric lanthanum trihydride LaH;_,, where both parts of
the ODF calculation scheme (static mean-field approximation (48)—(50) and the fluctuation
Hamiltonian (51) solved by the DMFT method) were used to describe the experimentally
observed dependence of the ground state of the system on the hydrogen concentration
parameter x.
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Figure 4. LaH; 5 density of states calculated (a) in the standard LDA and (b) in ODF (48).

6. Electronic structure of nonstoichiometric lanthanum trihydride

The lanthanum trihydride LaHs_, shows an interesting metal—insulator transition with increase
of the x value [26]. While stoichiometric LaH3 is an insulator, 30% hydrogen deficiency
(x & 0.3) results in a metallic ground state. However, the standard LDA calculations [27]
give a metal as a ground state even for the stoichiometric composition LaH3. In this case the
well-known problem of the LDA, underestimation of the energy gap value, is so severe that the
gap value is negative with valence and conduction bands with overlap of 0.25 eV (see figure 1).

Lanthanum trihydride has a crystal structure derived from the face-centred cubic structure
(lattice parameter a = 10.5946 au) for La atoms and hydrogen atoms occupying two tetrahedral
interstitials and one octahedral interstitial per metallic ion. The band structure of LaHj
(figure 1) is relatively simple: the lower three occupied bands are formed by hydrogen Is
states and the conduction bands correspond to lanthanum 5d, 6s, and 6p states.

Attempts to cure the LDA fault in LaH; were performed with many methods beyond
LDA: among others, GW [28] (the energy gap E, = 0.8-0.9 eV), weighted local density
approach [29] (E; = 0.7 eV), and model calculations [30].

The orbital density functional (ODF) theory (48) proposed in the present work adds to the
standard Kohn—Sham equations potential correction in the form of the projection operator (49)
and (50). This correction is negative for occupied valence bands and positive for empty
conduction bands, and hence increases the energy separation between these bands. The ODF
calculations for LaHj3 result in an insulating ground state with a fundamental gap value of
1.10 eV and direct optical gap 1.25 eV at the G-point (see figure 2). Experimental data for the
value of the energy gap E ;Xpt = 0.5 eV were estimated using the activation energy determined
from resistivity measurements in [31]. Optical measurements estimate the direct gap E, as
1.87 eV, but the fundamental band gap is ~1 eV lower [32].
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Figure 5. (a) LaH;s and (b) LaHj 75 densities of states calculated with the ODF fluctuation
Hamiltonian (51) in DMFT-QMC.

Hydrogen atoms could be removed from lanthanum trihydride, forming nonstoichiometric
LaH;_,. We have performed LDA and ODF calculations for two compositions: x = 0.25
(LaH; 75) (see figure 3) and x = 0.5 (LaH; 5) (see figure 4).

Both LDA and ODF calculations gave a metallic ground state for the two compositions
x = 0.25 and 0.5. Each hydrogen vacancy leads to the appearance of one vacancy state in the
gap split from the conduction band with one electron occupying this state (see figure 3(a)). The
static mean-field ODF potential correction (49) and (50) results in separation of the vacancy
band from the conduction band and in an increase of the energy gap between the valence and
conduction bands compared with the LDA, but the half-filled vacancy band stays metallic (see
figures 3(b) and 4(b)). However, experimentally only LaH, 5 is metallic while LaH, 75 should
be an insulator. To treat this problem we have used the ODF fluctuation Hamiltonian (51)
and have solved it using the DMFT-QMC method. The inverse temperature parameter was
B = 15eV~!. We obtained a paramagnetic insulator ground state for LaH, 75 with a typical
Mott insulator pattern of lower and upper Hubbard bands around the chemical potential with
an energy gap of 0.1 eV (see figure 5(b)) in agreement with experiment. However, for LaH> 5
the width of the vacancy band is significantly larger than for LaH; 75 (see figures 3(b) and 4(b))
and the DMFT calculations resulted in a well-defined metallic state (see figure 5(a)).

7. Conclusion

We have proposed an ‘ad hoc’ orbital density functional that by construction has discontinuous
exchange—correlation potential imitating the properties of exact density functional theory.
The one-electron potential obtained by variation of this functional produces lower energies
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for valence bands and higher energies for conduction bands compared with the LDA, thus
overcoming the systematic underestimation of the energy gap value in the LDA. In addition to
that, we have defined the Hamiltonian corresponding to the fluctuations of the orbital densities
around the ground-state values to treat correlation effects. Combining this Hamiltonian with the
dynamical mean-field theory, we have developed an ab initio and fully self-consistent scheme
for electronic structure calculations. This scheme was applied to the problem of the metal—
insulator transition in LaH;_, and resulted in a qualitatively better agreement with experimental
data.
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